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本日のハンズオンの流れ

（前半） ChatGPTを用いたクラスタリング実装

1. クラスタリングの説明

2.ChatGPTを用いた分析実装の説明(R、Pythonとの連携について)

3.Rの説明

4.Pythonの説明

5.ChatGPT上で行うクラスタリングの分析実装

（後半）ArcGIS Pro で空間解析



機械学習手法

教師あり学習：入力データ（説明変数）とそれに対応する正解ラベル（目的変数）を用いてモデルを訓練し、入力
データから正しい出力を予測する

分析手法 主な用途

教師あり学習 回帰 予測、要因分解など

分類 カテゴリ分類、スパム検出、画像分類など

教師なし学習 次元削減 指標構築、データの構造要約など

クラスタリ
ング

セグメンテーション、異常検知など

教師なし学習：ラベルのないデータから構造やパターンを見つけ出す
今回は、クラスタリング（k-means法）について実装を行う



k-means法

クラスタリング:データの特徴をもとに、似た特性を持つデータ同士をまとめて「クラスタ」と呼ばれるグループに分け、各グ
ループの共通特徴を明らかにする手法。
• 階層的クラスタリング
• k-means法
などがある

1) あらかじめクラスタ数kを決定し、ランダムにk個のセントロイド（代表点）を選択する
2) 各データポイントを最も近いセントロイドに割り当てる
3) 各クラスタの平均値を新しいセントロイドとして計算する
4) セントロイドの位置が変わらなくなるまで2)および3)の手順を繰り返す



代表点や距離の決定

【クラスタを統合する際の代表点を定める方法】

• 重心法： クラスタ内のすべてのデータの各次元の平均値を計算し、その平均値を代表点とする

• メドイド法： クラスタ内の各データ点との距離の総和が最小となる実際のデータ点を代表点とする

• ウォード法: クラスタ内の分散を最小化するように統合する

など

【データ間の距離】

• ユークリッド距離： 空間上の2点間の直線距離

• マンハッタン距離： 直交する方向（縦横）の移動距離の合計

• コサイン類似度： 2つのベクトル間のなす角の余弦を用いて、方向性（向き）の類似性を計算

など

ChatGPTの出力では、特に指定しなければ、重心法/ウォード法およびユークリッド距離が使用される場合が多い



クラスタ数の選択

• エルボー法

クラスタ数kを変化させながら、クラスタ内誤差の平方和（Sum of Squared Errors: SSE）を計算し、その変化を可視

化する手法。

クラスタ数kが増加するにつれてSSEは減少し、その減少率が急激に緩やかになる「肘」の位置を適切なクラスタ数とする。

（例）

このような場合にはクラスタ2を検討する

最終的には分析者自身が「どのクラスタ分けが有益か」と
いった視点（リサーチの目的）に合わせて決定する



ChatGPTを用いた実装の説明

①アイコンをチェック

②データコントロール
③「すべての人のためにモデルを

改善する」をオフにする



今回使用するデータセット climate_data.csv

・各市内の地上気象観測を行っている気象台等のデータを収録（計47都道府県）
• 1991～2020年の30年間の平均値（気温、気圧、湿度、風速、日照時間、降水量、積雪量）

本データは、SSDSE（教育用標準データセット）のうち 6.SSDSE-気候値 （SSDSE-F）から一部抜粋したものです。
出所：https://www.nstac.go.jp/use/literacy/ssdse/



ChatGPT上で実装と留意点

ChatGPT上で実装することが可能だが、正確性や再現性の観点から、念のためRやPythonなど

のソースコードを確認することが重要。

以下のURLからダウンロード可能

https://cran.r-project.org/bin/windows/base/



ChatGPT上で実装と留意点

Rをインストールすると左のようなコ

ンソール画面が表示される

この画面に、コードを入力して分析を

実装することができる



ChatGPT上で実装と留意点

データを読み込ませる際には、

• パスを使ったファイルの指定

climate_data <- read.csv(“C:/Users/・・・・・・/climate_data.csv")

文字化けする場合には下記を指定

climate_data <- read.csv(“C:/Users/・・・・・・/climate_data.csv", fileEncoding = 

"CP932")



k-meansクラスタリングのプロンプト

分析に適した好みのLLMを選んでください
k-meansクラスタリングではそこまで大きな差は出ません

※無料版の場合には、利用回数によって制限がかかる場合
がありますのでご注意ください



k-meansクラスタリングのプロンプトとRソースコードの出力

### プロンプト
• 平均気温
• 平均現地気圧
• 平均相対湿度
• 平均風速
• 日照時間の合計
• 降水量の合計
• 降雪量の合計
を用いて、k-meansを実施してください。
クラスタ数は２つの場合、３つの場合、４つの場合、５つの場合で行って、デー
タセットにクラスタIDを結合してください。そのためのソースコード
（R/Python）を提示してください。
###

※必ずしも同じ出力が出るとは限らないので注意！



Rソースコードの確認
# CSVファイルの読み込み

climate_data <- read.csv(“C:/Users/・・・・・・/climate_data.csv", fileEncoding = "CP932")

# ここでは「平均気温」「平均現地気圧」「平均相対湿度」「平均風速」「日照時間の合計」「降水量の合計」「降雪量の合計」の7

変数だけを使用します

vars <- c("平均気温", "平均現地気圧", "平均相対湿度", 

          "平均風速", "日照時間の合計", "降水量の合計", "降雪量の合計")

data_scaled <- scale(climate_data[, vars])

# --- k-meansクラスタリングの実施 ---

set.seed(123)  # 再現性のため

# クラスタ数2の場合

km2 <- kmeans(data_scaled, centers = 2, nstart = 25)

# クラスタ数3の場合

km3 <- kmeans(data_scaled, centers = 3, nstart = 25)

# クラスタ数4の場合

km4 <- kmeans(data_scaled, centers = 4, nstart = 25)

# クラスタ数5の場合

km5 <- kmeans(data_scaled, centers = 5, nstart = 25)

# --- クラスタIDを元のデータセットに結合 ---

climate_data$cluster2 <- km2$cluster

climate_data$cluster3 <- km3$cluster

climate_data$cluster4 <- km4$cluster

climate_data$cluster5 <- km5$cluster

# --- 結果確認 ---

head(climate_data)

# --- クラスタ結果を含むデータセットをCSVとして保存 ---

write.csv(climate_data, (“C:/Users/・・・・・・/climate_data.csv", fileEncoding = "cp932")



Pythonの場合：Google colaboratoryを使って環境構築ができる

ご自身のGoogle Driveにアクセスし、「＋新規」→「その他」→「アプリを追加」→
「Colaboratory」をインストールすると画面のようにファイルが作成できるようになります



Python出力コードミニ解説

For文：繰り返し処理を使う

For文なし（クラスター数2の場合）

列の結合



ChatGPT上で実行する際のプロンプト

### プロンプト
• 平均気温
• 平均現地気圧
• 平均相対湿度
• 平均風速
• 日照時間の合計
• 降水量の合計
• 降雪量の合計
を用いて、k-meansを実施してください。
クラスタ数は２つの場合、３つの場合、４つの場合、５つの場合で
行って、データセットにクラスタIDを結合してください。
ｃｓｖ形式でダウンロードできるようにしてください。
これらをChatGPT上で実行してください。
###

※ ChatGPT上で実行する際、文字化けする場合には、
climate_data_UTF.csv を使用してみてください

※今回はChatGPT 4o を使用しています

もしRやPythonなどに馴染みのない方は、ぜひChatGPT上で分析実装してみてください。



ChatGPT上での実行結果

出力結果として、分析済みデータのダウンロー
ドリンクを提示するだけの場合もある。

分析プロセスを表示するにはここをクリックす
るとPythonのコードが表示される。
ソースコードをチェックしながら分析を進める
必要がある。

もしダウンロード結果が文字化けしてしまう場
合には、
（例）エンコーディング（文字コード）をCP932
としてダウンロードしてください
などと指示すると良いでしょう。



K-meansクラスタリングの出力結果

クラスタIDが元データに結合されていれば成功です

※クラスタIDは必ずしも皆同じ結果になるとは限らないので注意してください



後半はこのデータセットを用いてArcGIS Pro で空間解析を行います
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